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Abstract—Huge impact of social media that internet user average almost spends 2.5 hours daily on liking, tweeting on social media, which 
has become vast source of structured data. It has become necessary to find out value from large data sets to show associations,  as well 
as to perform predictions of outcomes and behaviours. Big Data has been characterized by 4 Vs – Volume, Velocity, Variety and Veracity. 
Unfortunately, these very large databases (VLDB) are not able to analyse in a judicious volume of spell and budget. Clustering is one such 
operation to group similar objects based on their connectivity, relative compactness or some specific characteristics. Calculating the correct 
number of clusters and its feature calculation are the main issues. 

Index Terms—BigData,Data Mining,Unstructure, Grouping. 

——————————      —————————— 

1 INTRODUCTION                                                                     

here are over a billion users of social media network 
worldwide. Social media indeed has become a main 
communication network in the daily used of people 

around the world generating   insurmountable data and these 
big chunks of data are just waiting to be explored. the "Big" in 
Big Data also refers to several other characteristics of big data 
source which includes increased velocity and increased vari-
ety also which leads to extra complexity as well. Big Data is 
basically used to describe the exponential progress as well as 
the obtainability of organized and amorphous data, very good 
management of big data can actually lead to great insights 
which allow relationships to be found in terms of determining 
business tendencies, quality of study, connection authorized 
certifications and regulates parallel thoroughfare web traffic 
conditions. for Characteristics, Challenges and Techniques for 
Big Data. 
 
Data is too big, generating too fast and does not fit into the 
structures of existing database architectures gaining value 
from these data, there must be different ways to oversee it. 
Research has been done which shows that Big Data can create 
a significant value in world economy, enhancing the produc-
tion and effectiveness of companies and public sector .Social 
media explores vast amount of user generated data and same 
can be used for data mining, also user generated content from 
online social media contains data from forums, online groups, 
web blogs, social network sites for photos and videos, social 
games. 
 
Big Data Analytics captures and analyzes Big Data for discov-
ering interesting patterns and relationships in it. Data mining 
has predictive and descriptive tasks. Predictive tasks include 
Classification, Regression and Deviation Detection, Descrip-
tive tasks includes Clustering, Summarization, Connection 
Learning and Sequential Patterns. Data clustering or uncon-
firmed learning is an important but an particularly difficult 
problem. The impartial of clustering is to partition a set of 
unlabelled objects into standardized groups or clusters. A 

number of application areas use clustering techniques for es-
tablishing or realising structure in data, such as data mining 
information retrieval image subdivision and machine learning. 
In real-world problems, clusters can appear with dissimilar 
figures, magnitudes, data scarceness, and grades of split-up. 
Further, noise in the data can mask the true Underlying struc-
ture present in the data. Collecting techniques require the 
definition of a similarity measure between arrangements, 
which is not easy to require in the non-appearance of any pre-
ceding information about cluster shapes. 

2 LITERATURE SURVEY 

They formerly explained Map Reduce based algorithms for 
local and hourly storm recognition. The most intricate to iden-
tify is Overall storms and are at the bottom line of the storm 
recognition system. Kulsawasd,(2013) proposed an overall 
storm identification algorithm called Map Reduce algorithm, 
which is based on repetition on Map Reduce framework. 
When compared to Depth-First Search (DFS), it extremely 
progresses the performance traveling approach as imported in 
the previous study. In addition[4], extraneous crucial storm 
characteristics of hourly and overall storms are introduced in 
this literature paper. Instance includes storm centre theory for 
hourly storms and tracking storm and momentum for overall 
storms. The main drawbacks in its previous work described 
here: Main Storm concepts using big raw rainfall data namely 
Local, hourly and overall storms. The latter specifies overall 
spatiotemporal traits of a storm as it advance over time. They 
formerly explained Map Reduce based algorithms for local 
and hourly storm recognition. The most intricate to identify is 
Overall storms and are at the bottom line of the storm recogni-
tion system. Spatial overlap are fused together to establish 
storm-centric features of the whole storm, numerous succes-
sive hourly storms could not be captured in most existent hy-
drology research. 
Size of the Data Generation of data in the social media and 
other IOT (Internet of Things) has been expanding rapidly and 
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it will continuously growing exponentially in future, multi-
media and smartphone users on social media sites plays major 
role in growing volume of data The size of datasets which we 
called as Big Data will be increasing over time as technology 
advances. Facebook has 600 million active users which spend 
more than 9.3 billion hours a month, every month, more than 
30 million items of content which includes photos, notes, 
blogs, posts, web links and news. You tube has 490 million 
visitors worldwide who spend approximately 2.9 billion hours 
each month and it upload 24 hours of video every minute, 
forming the enormous outstanding data aggregator Big Data 
can’t be controlled and operated by conventional databases 
such as RDBMS (Relational Database Systems), NOSQL data-
bases and Hadoop framework are developed to deal with it. 
       
The overall procedure of realizing useful information from 
data is referred as KDD (Knowledge Discovery in Databases) 
and data mining is one of the steps in KDD process which is 
used for extracting patterns, models from data with the help of 
specified algorithms. KDD process is nontrivial method of 
learning legal, unique, possibly useful, and ultimately under-
standable patterns in data. Storing massive amount of data has 
a value only when useful knowledge is extracted to make de-
cisions, target interesting events and trends on the basis of 
statistical analysis, utilizing the data for achieving business, 
operational or scientific objectives. Author Rahul Sharan Renu. 
has used knowledge discovery and files quarrying procedures 
through the Waikato Environment for Knowledge Analy-
sis(WEKA) interface for automated analysis of past work in-
structions. Analysing large datasets of antique data was a in-
spiring task while creating decision support systems The 
process of extracting useful patterns from raw data is known 
as Familiarity innovation in databases. The Information Inno-
vation process takes raw data as contribution and provides 
statistically significant in Databases (KDD) designs create in 
the data (i.e., knowledge) as output. From the raw data, a sub-
set is selected for processing and is denoted as target data. 
Target data is pre-processed to make it ready for analysis us-
ing data mining algorithm. Data mining is then performed on 
the pre-processed (and transformed) data to extract interesting 
patterns. The patterns are evaluated to ensure their validity 
and soundness and interpreted to provide insights into the 
data. In social media mining, the raw data is the content gen-
erated by individuals, and the knowledge encompasses the 
interesting patterns observed in this data. For example, for an 
online book seller, the raw data is the list of books individuals 
buy, and an interesting pattern could describe books that in-
dividuals often buy.  
 

3 RELATED METHODS 

As demonstrated Many large enterprises and organizations 
are developing own solutions to Big Data problems though 
apache has provided generalized Hadoop framework for 
managing the Big Data problems and NOSQL databases to 
handle the unstructured data. Hadoop is a framework that 
provides open source libraries for distributed computing us-
ing Map-Reduce software. 

 
1. Hadoop Distributed File System: 
HDFS manages storage on the cluster by breaking files into 
small blocks and storing duplicated copies of them across the 
pool of nodes HDFS offers two key advantages. Firstly, HDFS 
requires no special hardware as it can be built from common 
hardware. Secondly, it permits an well-organized method of 
data handling in the form of Map Reduce. 
      
Main functionality of HDFS lies in storing data in a distributed 
manner on the nodes. HDFS is organized in the form of clus-
ters which in turn consist of several knots in each group, for 
packing of data. A file is divided into blocks and then these 
blocks are stored on dissimilar knots. Each chunk is of a huge 
scope and is of 64 MB by default. Each cluster in HDFS en-
compasses of two diverse types of nodes namely – Name node 
and Data node. These two nodes differ from each other in the 
computation and the functionality. The Name node as such 
does not store the data, however stores all the meta data for 
the directories and files. HDFS manages and stores the name 
space tree, file mappings and directory blocks to the Data 
nodes. Whenever a HDFS consumer requirements to entrée 
the data living in a collection, it sends request to the Name 
node to procure a list of Data nodes where all the blocks are 
residing. Therefore, without accessing a Name node, one can-
not access a file. On the other side, Data nodes store the con-
tents of a file in the form of blocks. Each block residing on a 
Data node is replicated to the other Data nodes within the 
same cluster to assure fault tolerance. All the connections and 
communications are done via TCP constructed protocol 
among the nodes in a collection. 
 
2. Map Reduce: 
The map function takes the problem, splits it into sub-parts 
and sends them to different machines so that all the sub-parts 
can run concurrently. The results from the parallel map func-
tions are collected and distributed to a set of servers running 
"reduce" functions, which then takes the results from the sub-
parts and re-combines them to get the single answer Various 
Big Data mining algorithms. 
 
Large Numbers analyses the enormous volumes of data arriv-
ing in the system at a high speed. This involves that the tech-
niques for analyzing Big Data should be able to suit the scala-
bility issue. Hadoop provides a programming paradigm 
which supports scalability known as Record Decrease, a 
framework for processing problems which can be parallelized 
across massive datasets using groups i.e. a large number of 
computers, or a network. It makes use of Map Decrease engine 
comprising of mappers and the reducers, that carries out two 
functionalities- Map tas and Reduce task. There is a master 
node to regulator and co-ordinate with all other employee 
nodes. The principal node takes the data as input, which is 
then divided into fixed size units which is known as a spilt. 
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5 FUTURE SCOPE 

If you are using Word The new applications are generating 
vast amount of data in structured and unstructured form. Big 
data is able to process and store that data and probably in 
more amounts in near future. Hopefully, Hadoop will get bet-
ter. New technologies and tools that have ability to record, 
monitor measure and combine all kinds of data around us, are 
going to be introduced soon. We will need new technologies 
and tools for anonym zing data, analysis, tracking and audit-
ing information, sharing and managing, our own personal 
data in future. So many aspects of life health, education, tele-
communication, marketing, sports and business. 
 
Big Data is the new leading edge for all the industries. With 
the rising data, the rate of processing and knowledge genera-
tion has also increased. Many establishments are coming up 
with new methods to abstract information and knowledge 
from this voluminous data. Capacity, Diversity, Speed, Reli-
ability, Cost, Changeability (6 V’s) and Difficulty are the seven 
features of Big Data discussed in works. Capability is pro-
posed as a new V in this paper. Further, two new 3C’s Cost 
and Regularity have been planned to more exactly define the 
movables of Big Data. Later we justify these qualities on GPS 
statistics field and defines a new normal of 7 V’s and 3 C’s of 
Large Data. The paper also debated Hadoop and Record Mod-
erate as the major tools and systems to work with Big Data. 
New consequences on a case study for sorting problem in the 
Fleet organization on GPS files showed that the dispensation 
time of a job decreases as the number of nodes increases in the 
cluster. 

4 CONCLUSION 

 Techniques for Big Data mining for overcoming challenges 

Big Data mining techniques can be applied on components of 

a Hadoop framework such as Map Reduce. Social media gene-

rates more information in a short period of time than was pre-

viously available requiring new technologies.Existing technol-

ogies has inadequate scalability and facing challenges Due to 

characteristics of Big Data such as Capacity, Speed, Variability, 

Reliability and Cost, giving opportunities to work on efficient 

Big Data mining techniques. 
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